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The integral part of production process in many companies is prototyping. Although, these compa-
nies commonly have high quality visualization tools (large screen projections, virtual reality), proto-
typing was never abandoned. There is a number of reasons. The most important is the possibility of 
model observation from any angle without any physical constraints and its haptic feedback. The in-
teractivity of model adjustments is important as well. The direct work with the model allows the de-
signers to focus on the creative process more than work with a computer. There is still a problem with 
a diffi  cult adjustability of the model. More signifi cant changes demand completely new prototype or 
at least longer time for its realization.
The fi rst part of the article describes our approach for solution of this problem by means of Aug-
mented Reality. The merging of the real world model and digital objects allows streamline the work 
with the model and speed up the whole production phase signifi cantly. The main advantage of aug-
mented reality is the possibility of direct manipulation with the scene using a portable digital cam-
era. Also adding digital objects into the scene could be done using identifi cation markers placed on 
the surface of the model. Therefore it is not necessary to work with special input devices and lose the 
contact with the real world model. Adjustments are done directly on the model. The key problem of 
outlined solution is the ability of identifi cation of an object within the camera picture and its replace-
ment with the digital object. The second part of the article is focused especially on the identifi cation 
of exact position and orientation of the marker within the picture. The identifi cation marker is gener-
alized into the triple of points which represents a general plane in space. There is discussed the space 
identifi cation of these points and the description of representation of their position and orientation 
be means of transformation matrix. This matrix is used for rendering of the graphical objects (e. g. in 
OpenGL and Direct3D).

augmented reality, prototyping, pose estimation, transformation matrix

European manufacturers face strong competi-
tive pressure which makes them speed up the de-
velopment and production process constantly. One 
of the reasons is the market globalization. In many 
countries extremely low production costs are pos-
sible. The prize is o� en a violation of ethical and 
safety principles that is unacceptable in most Euro-
pean countries. One of the possibilities how to fi ght 
with such a kind of production is to maintain a tech-
nological lead. Therefore it is necessary to focus on 
methods which increase the development and pro-
duction process effi  ciency. 

An integral part of development of many prod-
ucts is their design. It is well known that the process 
includes initial design phase in a form of sketches 
which is usually followed by an electronic visualiza-
tion phase of potential solutions (3D models devel-
opment). The following step is usually prototyping. 
The gist of creation of even non-functional proto-
type is to obtain a clear image about its design and 
practically test its ergonomics. (Is it comfortable to 
hold the device? What is the fi eld-of-view from the 
rear window of the car?).
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Promising methods for streamlining the last men-
tioned phase are the virtual and augmented reality. 
The experiments with deployment of these visu-
alization techniques have been ongoing for many 
years. Although it is possible to present a lot of par-
tial successes with their deployment, their usage is 
still not common.

In the following part we discuss possible rea-
sons of their diffi  cult integration to the production 
process. Based on this analysis, we propose a new 
method for improvement of the prototyping pro-
cess using augmented reality and we describe a so-
lution of the key problem in detail – pose identifi ca-
tion of an object.

METHODS AND RESOURCES
Various advanced visualization techniques such 

as large and stereoscopic projections are a common 
part of the second design phase – development of 
3D models or as a part of a decision-making process, 
presentation or marketing. In prototyping phase the 
virtual reality technology is a well established tool 
almost exclusively for testing of functional proper-
ties. We can also mention the signifi cance of CAVE 
(stereoscopic projection surrounding the observer) 
which can be used to simulate the interior of e.g. car 
or plane. In these applications CAVE can exceed the 
prototype creation – there are no limitations in size 
and it is possible to simulate the functionality of the 
interior. The typical example is an article by Dmit-
riev et al., 2004 where advanced visualization of a car 
interior is presented. Not entirely resolved problem 
is a complete replacement of the real prototype with 
a virtual one. Such a replacement will be possible 
a� er fulfi lling the following criteria: The model has 
excellent visual quality and it is possible to manipu-
late with it naturally (including the haptic feedback). 

The fi rst requirement can be fulfi lled in some 
detail. This aspect is discussed in Ong-Nee, 2004, 
p. 15–42 and Choi-Cheung, 2008. Much more signif-
icant problem is the natural manipulation with the 
object which includes the haptic feedback (see Ong-
Nee, 2004, p. 43–64). Prototyping tools which use 
various forms of stereoscopic projection usually of-
fer a limited functionality in comparison to the real-
ity. Current technologies allow haptic feedback sim-
ulation (see Kortum, 2008), however the naturalness 
of these methods is o� en problematic (e.g. Johnson 
et al., 2005). 

During the product design phase it is crucial for 
a designer not to be limited by any hardware and 
so� ware constraints. These constraints could have 
signifi cant infl uence on the quality of his work. The 
poor result of various virtual tools does not have to 
be caused by limited functionality but more likely 
by psychological barrier of the designer. These cases 
are relatively common in many virtual reality appli-
cations (Carroll, 2005). Because of these reasons the 
physical model was never completely replaced. The 
question is whether the replacement is all possible. 
At least until a completely new generation of visual-

ization techniques will be developed. The hope in 
this area comes with so-called physical holograms 
(Iwamoto et al., 2008).

An interesting contribution for the area men-
tioned is the augmented reality. It represents a cer-
tain form of compromise. A physical model is not 
completely replaced but its main disadvantage – dif-
fi cult extendability – is suppressed. Virtual objects 
could immediately extend the real model thus they 
increase the interactivity of the adjustments. There 
is almost no experience with such an augment real-
ity deployment. Current industrial augmented real-
ity applications are focused on the construction and 
maintenance of complex systems only. Details can 
be found in Ong-Lee, 2004, p. 237–383, Bottecchia 
et al., 2010 and Bimber-Ramesh 2005. The reason is 
particularly in the hardware limitations. Immersive 
augmented reality is almost exclusively realized be 
means of the extensive hardware. These solutions 
are acceptable for manual activities but hardly ac-
ceptable for creative process. Current applications 
of virtual and augmented reality have the following 
common features:

The biggest problems are caused by using special 
hardware and so� ware especially lack of the hard-
ware maturity and psychological aspects with its 
use. In both cases the result is dissatisfaction with 
the deployment of the AR technology. In order to 
eliminate this problem required approach must not 
limit the user. In that case even the psychological 
barrier – to adopt the solution – will cease to exist.

The related problem lies in no mainstream solu-
tions for discussed applications. Solutions must be 
usually implemented directly for the customer. It 
leads to higher costs. Therefore the companies are 
very careful with the deployment of these technol-
ogies. The problem will cease to exist a� er general 
solution is developed. Similar problems were e.g. in 
the beginnings of common stereoscopic projection.

Augmented reality applications are not necessar-
ily connected with a special hardware. Also the basic 
principle of augmenting the scene is general enough 
to be implemented as a framework independent 
on a given problem. There are already experiments 
with such frameworks. The example could be the 
ARToolKit framework (described in Kato, 1999). 

The basic application functionality lies in the lo-
calization of a marker in a given image and in pair-
ing the marker with a specifi c virtual object. This 
step is called a registration. The registration is usu-
ally done by using an optical sensor – e.g. a digital 
camera. The issue of optical tracking can be divided 
into several sub-problems:
• Localization of the marker – the marker can be 

e.g. a Ping-Pong ball or a square shaped image at-
tached to a surface. 

• Computation of the marker position and orienta-
tion – recalculating marker position is a very im-
portant part of registration. Resolving this sub-
problem will ensure the right orientation of an 
augmented object.
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General solution of the fi rst sub-problem is pre-
sented in Fig. 1. In the fi rst step an image which 
contains the marker is obtained. Localization of 
the marker could be done in several steps – image 
thresholding, connected components labelling and 
fi nally identifi cation of the marker vertices. Then 
the localized marker must be projected to the cam-
era plane and compared with a template stored in 
the application. 

Before the object localization itself the image is 
usually preprocessed. That could reduce redundant 
information. The typically used method in prepro-
cessing is thresholding. The scene is converted into 
a gray-scale and a threshold value must be deter-
mined. The threshold value is set according to the 
nature of the image. The pixel which has its value 
under the threshold is set to black and the pixel 
with the value above the threshold is set to white. 
This process is described in detail in Jähne, 2005. 
Thresholding the captured image allows to fi lter out 
a marker background. The result of this operation is 
the thresholded black and white image which is fur-
ther processed.

The principle of connected components label-
ling lies in the comparison of neighbour pixel val-
ues. Each pixel is tested and in case of having the 
same value as a current component it is designated 
as a part of this connected component. Otherwise 
the pixel is labelled as the fi rst pixel of a new com-
ponent. More information about connected compo-
nents is written in Acharya – Ray, 2005 or Di Stefano 
– Bulgarelli, 1999. A� er this labelling phase an im-
age with highlighted individual components is ob-
tained. These parts represent our potential markers. 

The next step is localization of particular points 
of the marker. If the markers are e.g. squares it is 
the best to fi nd their corners. The basic algorithm 
for fi nding corners is based on determining corner-
ness value for every pixel. This value determines the 

probability of every pixel being the corner pixel. 
From these points the cornerness map is created 
and the local maximums are found. There are diff er-
ent algorithms for fi nding out the cornerness value 
– e.g. Harris operator. The principle of the operator 
lies in comparing pixel values in small sectors of im-
age. This algorithm is described e.g. in Mohanna – 
Mohktarian, 2001 or Rockett, 2003. 

A� er performing all these operations the cor-
ners of the marker are available. For proper marker 
registration it is now necessary to create a transfor-
mation which allows us to project the object given 
by these corners from the camera perspective to its 
original shape. Then the comparison with the tem-
plate could be done and in case of the positive result 
a virtual object could be inserted. The exact method 
of the projection must be defi ned by virtue the re-
quired functionality of the application. Our pro-
posed method is described in the following section.

RESULTS
Our solution is based on the requirements out-

lined above. It represents a complete universal ap-
plication for the augmented reality. It is possible to 
use it independently on a particular problem. Pri-
marily it also does not expect the use of any special 
hardware which could limit the psychological ac-
ceptance of the solution. The basic idea is based on 
usage of well known approaches for identifi cation 
of selected objects in an image. Our application for 
the augmented reality captures a given scene and 
identifi es predefi ned objects be means of the digital 
camera. For the localized physical objects the appli-
cation calculates their positions and orientations in 
space. Based on this information appropriate virtual 
objects are inserted into the image.

The proposed approach uses black and white 
squares in a shape of identifi cation markers. Simi-

1: General Solution for finding a marker
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lar markers are used e.g. in already mentioned AR-
ToolKit framework (see Kato, 1999 and Popyrev, 
2000). Their advantage is that they can be easily dis-
tinguished from the background of the image. The 
marker is printed on a hard surface and comple-
mented by a mount that can be used to attach the 
marker onto the prototype. The size of the marker 
depends on the size of the prototype. 

The operator imports virtual the 3D models into 
the AR application and pair them with their corre-
sponding markers. During the work the designer has 
the set of markers which can be placed on the proto-
type. It is possible to change their position, orienta-
tion, etc. The gist is that the designer does not have 
to use a computer. The designer’s creative process is 
not limited at all. It is only extended by the possibil-
ity to add a virtual object on a required place. An ex-
ample of the use is testing the appearance of various 
rearview mirrors types on prototype of a car.

The related issue is the visualization of blending 
real and virtual objects. In the case of immersive AR 
application there are used glasses based on video 
image composition. However this type of glasses 
could signifi cantly limit the nature of the work. Typ-
ical restricting factors are: the real world image dig-
italization (and related color distortion, lower reso-
lution, etc.), the limited fi eld-of-view and in many 
cases also the weight of equipment. We recommend 
the usage of this type of glasses only as an additional 
tool. The recommended primary tool for visualiza-
tion of blending is a large screen projection. The 
large screen projection is used for similar purposes 
e.g. in Škoda Auto a.s. However the immersivity of 
such a solution is low. Nevertheless it does not limit 
a user in any way and allows to share the augmented 
image among many users. 

The supplementary method of visualization lies 
in using a tablet. The tablet containing digital cam-
era captures the scene and presents the image of 
prototype augmented by virtual objects. The tablet 
represents a certain mobile “window” into an aug-
mented reality. This kind of the augmented reality 
is widely used for navigation. A very popular appli-
cation is e.g Layar (http://www.layar.com/). The con-
cept of Layar is described in Ebling-Caceres, 2010. 
The advantages of this solution are the ease of the 
use and higher immersivity in comparison to the 
static projection. However the visualization tech-
nique can be chosen freely and changed during the 
design process. The described application can be 
used with any of the discussed devices. 

The only thing the application requires is a cam-
era which will be used to capture the augmented 
prototype. The application reads images periodi-
cally from that camera. For each image the prepro-
cessing and localization of a potential object are 
done (as described in previous section). These steps 
are followed by a marker registration. The marker 
registration process is implemented and described 
in further section.

Pose identifi cation
In the beginning we have a marker altered by 

a perspective projection and rotation in a space. This 
marker generally represents a plane (usually called 
an object plane). The second plane is the reference 
plane identical with the camera plane. The diff er-
ence between these two planes defi nes the orienta-
tion of the marker in the scene. The plane could be 
represented for simplicity by a triple of points creat-
ing a triangle.

The found marker can be described, in a basic co-
ordinate system, by a transformation matrix. This 
matrix can be perceived as a transformation from 
the basic coordinate system into the target coordi-
nate system (the camera plane). 

The issue with two pose identifi ed triangles lies in 
fi nding appropriate reference and the measured lo-
cation of an object. This is done by using two coordi-
nate systems and with determination of relationship 
between these systems. Then the transformation be-
tween these two coordinate systems is done with the 
rotation around an imaginary axis and the adjust-
ment of a position vector of the initial point of these 
systems.

The transformation algorithm can be described as 
follows:
• Choice of coordinate system for ideal object posi-

tion (camera plane) and choice of coordinate sys-
tem for recorded object position (object plane) 
based on the same characteristic points of triangle.

• Calculation of transformation matrix between 
those two coordinate systems.

• Recalculating this transformation to transforma-
tion of marker’s end point.
The choice of the coordinate system of reference 

and real object positions is considered as crucial for 
the whole calculation. As shown in previous text, 
there is theoretically an infi nite number of ways of 
choosing the coordinate system of an object. If the 
triangles were the same, it would not matter which 
point and vector are used for their pose identifi ca-
tion. If they were not, diff erent options could pro-
duce diff erent deviations in pose identifi ed objects. 
This is one of the main advantages of this process 
where we can choose among many solutions (with-
out the need to modify the basic algorithm of calcu-
lation). We can also consider the suitability of diff er-
ent solution options for a specifi c case. 

The choice of coordinate system of the given ob-
ject can be described as follows:
• Choice of the initial point of coordinate system as 

one of the points of the triangle.
• Choice of the fi rst axis of coordinate system as 

a vector between the beginning of this coordinate 
system and next points of the triangle. 

• Choice of the second axis as the normals to the tri-
angle surface. 

• Choice of the third axis as the normals to the trian-
gle surface given by the fi rst and the second axis of 
coordinate system.



 Augmented reality usage for prototyping speed up 357

The position of the centre point of coordinate 
system does not have to correspond with the initial 
point of each axis. In determining coordinate sys-
tems it is just the matter of their directions. Obvi-
ously we choose only one point and one vector. We 
calculate the next two axes of coordinate system. If 
the fi rst vector lies on the triangle surface the or-
thogonality of all vectors to each other is guaranteed 
at the same time. A very important condition for 
successful calculation is the need to determine coor-
dinate systems with both triangles in the same way.

That is why when setting up coordinate systems it 
is appropriate to use clearly defi nable points of the 
triangle such as vertices, centres of gravity or centre 
points of individual sides.

Calculations for choosing the coordinate system 
are based on the following basic conditions: calcula-
tion of the vector defi ned by two points of the trian-
gle, calculation of the normal vector to the triangle 
surface and calculation of the centre of gravity of the 
triangle (see Šťastný and Motyčka, 2009 or Škorpil 
and Šťastný, 2009). 

The calculation of the transforming matrix of 
translation between two coordinate systems is given 
by the diff erence between individual parts of posi-
tion vectors of these coordinate systems. 

Generally it is important to think about further 
displacement which is created by rotating the object 
around end point of the marker. This displacement 
does not have to be taken into consideration when 
the center of the object rotation is placed in the ini-
tial point of coordinate system of the given object.

The calculation of rotation transformation ma-
trix (between two coordinate systems) can be done 
in the following way: If A is an orientation matrix of 
coordinate system of the real object position, R() is 
a transformation matrix of rotation (by the angle ) 
and B is a fi nal orientation matrix, then B = R() × A.

This process can be used to get fi nal orientation 
matrix of the given object from known orientation 
matrix and the transformation one. In order to get 
the transformation matrix it is necessary to mul-
tiply matrix B by the inverse matrix to matrix A. 
R() =  B  × A−1.

The limiting factor is the invertibility of matrix 
A which does not have to be possible in case the de-
terminant of this matrix is null. There are theoreti-
cally infi nitely many ways how to connect the pose 
identifi ed triangle with coordinate system. Because 
of that it is always possible to fi nd the coordinate sys-
tem whose orientation matrix is inverted without 
problems.

This transformation matrix R() can be incorpo-
rated into well-known rotation-translation matrix  
which is widely used for projection of graphical ob-
jects.

  0 −rz ry tx 


  rz 0 −rx ty 
  −ry rx 0 tz 

  0 0 0 0 

where tx, ty, tz represent a translation of a vertex and 
rx, ry, rz are normalized coeffi  cients representing the 
rotation around appropriate axis. The translation is 

2: Original scene with attached marker and scene augmented by a virtual object
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given by marker’s position in the image and the rota-
tion is given by previously defi ned matrix R().

The transformation matrix is in phase of render-
ing virtual object applied on vertices of the inserted 
object. Hence the object is placed into a required 
position and in a required angle. The application of 
transformation matrix  on the vertices of virtual 
object is done directly by the OpenGL library. 

During the implementation arise a problem with 
high angles where the marker is extremely de-
formed by the perspective. In these situations the 
plane is lost and it is necessary to extrapolate the 
marker position and orientation. Without this ex-
trapolation the simulation could have uncomfort-
able behaviour for the user. There is a number of 
approaches, from standard linear extrapolation 
based on few previous positions to many robust al-
gorithms. Important limitation is the performance 
of the algorithm. Many robust methods could not be 
used in real-time applications. For the comparison 

of selected approaches see Škorpil and Šťastný, 2008 
and Škorpil and Šťastný, 2006.

DISCUSSION
A very interesting trend in augmented reality is so 

called Spatial Augmented Reality. It is a projection 
of virtual objects onto the real ones by using projec-
tors. This technology is detailed in Bimber et al., 2005 
and its brief summary is in Bimber et al., 2007. The 
augmented Scene is captured by a camera which al-
lows the calibration of projection. It is even possible 
to project onto uneven and color surfaces. This type 
of AR cannot replace methods discussed earlier. In 
some cases inserted virtual objects are found out-
side of real object and therefore the projection on 
this object is not possible. However it could signifi -
cantly contribute to increasing interactivity with the 
prototype.

SUMMARY
The restraints of augmented and virtual reality deployment into the production process are especially 
the use of an expensive special hardware limiting the users and the absence of general, commonly 
available applications. These aspects lead to relatively high actual costs and high expectations related 
which are not fulfi lled in many cases. The result is dissatisfaction with the deployment of these tech-
nologies. 
Our proposed solution refl ects these problems. The discussed application is capable of work both 
with a special hardware (glasses used for real and virtual image composition) and with widely used 
output devices such as the large screen projections and tablets. There is an example of product de-
sign described in our solution that does not restrain the creative process of a designer by using special 
hardware or so� ware. The application allows to insert the virtual objects into a real scene according to 
the designer’s requirements without the usage of a computer. The last part of the article is focused on 
the issue of object pose identifi cation what is the crucial part of object registration – technology used 
for augmenting by the virtual objects. This description could be used for implementation of the prob-
lem in similar projects. However, proposed solution is not connected solely with the design process. 
It could signifi cantly improve any process where the user is dealing with a complex data, from urban 
planning to bioimaging (see Martíšek et al., 2007). Described optical tracking allows the user to control 
artifi cial models more naturally, than classical input interfaces.
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